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The general concept of agent-based and multi-
agent models, distributed inteligence

Applications: robotics, nanoscience, social and evolutionary computing, biology, medicine (cancer models),
economy (price formation, organization structures and virtual trading)

Definition (IBM): Intelligent agents are software entities that carry out some set of operations on behalf
of a user or another program with some degree of independence or autonomy, and in so doing, employ
some knowledge or representation of the user’s goals or desires.

Properties of inteligent agent (Wooldridge, 1995, 2002)

Autonomy - without direct (instant) access or plan of programmer

Social ability - interactions with neighbours

Reactivity to environment

Pro-activeness (Proactive behavior involves acting in advance of a future situation, rather than just react-

ing). The property is called as well Anticipation (ACS)).
Where is the difference between agent and multi-agent system (MAS)?
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Example: design of market architecture by means of multi-agent system

Definition: A market is one of many varieties of systems, institutions, procedures, social relations and infrastruc-
tures whereby parties engage in exchange. While parties may exchange goods and services by barter, most markets
rely on sellers offering their goods or services (including labor) in exchange for money from buyers. It can be said
that a market is the process in which the prices of goods and services are established.

http://www.visuwords.com/
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Environment : market institution

Population of agents: { A(1),A(2), ... B(1),B(2), ... C(1),C(2), ...D(1),D(2), ...}

...................................................................................

Agents: Agent type A : seller : attribute: offer(s), rivalry effort,

distribution channel(s),

owned money, owned good

Agent type B : buyer : attribute: order(s),owned money, owned good

Agent type C : employer : attribute: work offer, owned money

Agent type D : employee : attribute: duty, owned money

Links- connections among mediators (may be percieved as agents as well):

................................................................................

link type a : money flow ; attribute: currency

link type b : good flow ; attribute: intensity = amount per time unit

price and price elasticity, quality

link type c : debt flow ; attribute: intensity, currency

link type d : labor flow ; attribute: intensity, quality

link type e : service flow ; attribute: quality

Examples of interaction processes (so called algo-chemistry of agents):

........................................................................

i,j names of agents

................................................................................

A(i), B(j) interaction event (contract) mediated by a(money flow), b(good flow)

[A(i), B(j); under (a,b)] |--- reaction -----> A’(i), B’(j)

C(i), D(j) interaction event (contract) mediated by a(money flow), d(labour flow)

[C(i), D(j); under(a,b)] |--- reaction -----> C’(k), D’(l)

6



Example: Agent-based model of the collaborative knowledge building.

The knowledge of ith agent is represented stored by tuple including certain types of properly quantified (nor-
malized) knowledge (e.g. different categories, skills) (Wi1,Wi2, . . . ,Win).

Update of i-th agent knowledge is realized by the opening of three probabilistic (by Monte-Carlo) channels:

(1) With probability ppair we open pair-wise social contact. The learning process is described by the rule

Wik ←Wik(1− η(ij),k) +Wjkη(ij),k . (1)

Here the social network is defined by means of plasticity η(ij),k, which mediates the knowledge (kth category)
transfer from the knowledge provider j to the knowledge receiver i.

(2) With probability pcomp the ith agent learns the overall (global) instant knowledge hold by the company (e.g.
local wiki pages)

Wik ←Wik(1− ηGk ) + ηGk

 1

n

n∑
s=1,s 6=k

RsRkWsk

 , (2)

where ηGk ∈ (0, 1) learning plasticity of kth category attained within the company, where Rk, Rs are the local
ratings of the category (information), or relevance, veracity of the source - experience of the worker, respectively.

(3) With probability 1− ppair − pcomp > 0 the agent learns from the environment by the rule

Wik ←Wik(1− ηEk ) + ηEkW
E
k , (3)

where ηEk ∈ (0, 1) is the learning plasticity of the kth category attained by the interaction with the environment
represented by Internet.
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Agent based approach and econophysics

www.unifr.ch/econophysics/

• Analysis of the standard models of that are minimalist in the
parametrizations but reach in the properties and description of reality:

(a) bottom-up construction and principles;

(b) specification of small-scale (atoms, spins, molecules,
. . . );

(c) definition of between entities from (b);

(d) consequences,, predictions (i.e. calculation) of large-scale, long-
time statistics [focus on emergence and unexpected phases; of special relevance
are some critical points];

• (econom〉c) re〉nterpretat〉on o{ t〈e ent〉t〉es (sp〉ns are replaced by t〈e market a}ents,

〉p dynam〉cs 〉s 〉nterpreted as dynam〉cs o{ sell-buy orders)
• s〉mulat〉on: (parallelel〉zed - computer cluster Gento o l〉nux, openMos〉x [s〉n}le-system
〉ma}e cluster〉n}]; MPI to ols;]
• analys〉s o{ t〈e lar}e-scale and lon}-term consequences - avera}es, mean values related
to t〈e measurements, observat〉ons
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Emergence: appearence of a new quality or feature - basin of attraction,
attractor

Emergence: the way complex systems and patterns arise out of a multiplicity of the
relatively simple interactions.
Integrative level: or level of organization, is a set of phenomena emerging on pre-
existing phenomena of lower level.
Attractor: is a set towards which a variable moving according to the dictates of a
dynamical system evolves over time.
Spontaneous symmetry breaking is a spontaneous process by which a system in a
symmetrical state ends up in an asymmetrical state.
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rules (simple reactive agents)

if (Si = Si+1) then Si−1 ← Si, Si+2 ← Si

if (Si = −Si+1) then Si−1 ← Si+1, Si+2 ← Si
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Further motivations -from lattice towards flexi-
ble topology

CA rules

2D dynamical rule (von-Neumann neighbourhood)

σ
(t+1)
i,j = ϕ

(
σ
(t)
i,j , σ

(t)
i−1,j , σ

(t)
i+1,j , σ

(t)
i,j−1 , σ

(t)
i,j+1

)
, σ

(t)
i,j ∈ { 0, 1, 2, . . . , K}

Π(t) =
∣∣∣ {σ(t)

i,j } 〉
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Structuraly dynamic CA (SDCA) rules

σ
(t+1)
i = Θ

αi +
L∑
k=1

βi,k `
(t)
i,k σ

(t)
k

 , σ
(t)
i ∈ {0, 1} (4)

`
(t+1)
i,j = Θ

ai,j +
L∑
k=1

bi,j,k `
(t)
j,kσ

(t)
k

 , `
(t)
i,j ∈ {0, 1} (5)

Π(t) = | {σ(t)
i,j} , {`(t)

i,j} 〉
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Introduction to spin stock market models

Spin-Lattice approaches

R.Cont, J.P.Bouchaud, in J.Bouchaud and M.Potters, Theories des Risques Financiers
(Alea Saclay/Eyrolles, 1997)

D.Chowdhury, D.Stauffer, European Physical Journal B, 8 (1999) 477

S.Bornholdt, Int. J. Mod. Phys.C 12 (2001) 667

T.Kaizoji, S.Bornholdt, Y.Fujiwara, Physica A 316 (2002) 441

T.Takaishi, cond-mat/0503156

....Network approach:

D. Horváth, Z. Kuscsik, M. Gmitra, ”The co-evolutionary dynamics of directed network
of spin market agents”, Physica A, 369 (2006) 780.
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Ising and Blume-Capel spin S = 1 family of models

elementary physical models of N-body problem

i-th agent spin encodes:

provide very complex spatio-temporal behavior

recent efforts - similarity between fluctuations in the economy
and N-body problem near the critical point
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regular lattices:

interactions: ferro, spin-glass, amorphous (AF-F)
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the co-evolutionary network version of the model

mainattributes:

spinstateencodestheagent’sbuy-sellorder

minoritygameincorporatedtofitnessasanagent’s
phenotypetovaluate[her/his]achievements

extremalselectivedynamicsofco-evolvingstrategies(spices)

(adaptivity)ofstrategicvariables-couplings

slowdynamicsofnetworktopologyreconnectionsusinginformation
transferviarepeatedrandomwalk(RRW)
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... complex network topology ...

directed network of nodes Γ = {1, 2, . . . , L}.
node i ∈ Γ is attached via n = 1, 2, . . . , N out links to nodes X(t)

n (i) ∈ Γ
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... spin decoration of complex net ...
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... construction of agent’s intranet ...

inherent agent’s degrees of freedom, model of cognition

inputs: all neurons k ∈ {1, 2, 3, 4, 5, 6, 7, 8}

intranet outputs: selected neurons k = 1, 2; s(i, k) ∈ {−1, 1}
macrospin: S(i) = 1

2 ( s(i, 1) + s(i, 2) ), S(i) ∈ {−1, 0, 1}
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... spins replaced by spin modules ...
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...model build-up, cyclic subraph guarantees connectivity
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... formalism of co-evolutionary dynamics ...

stochastic model

Π(t+1) = Û(Π(t))

composed configuration

Π
(t) ≡

{
Π(t)(1),Π(t)(2), . . . ,Π(t)(L)

}
(6)

single-agent particulars

Π(t)(i) ≡



intranet intra-agent spins Π(t)
ss (i) ≡ {s(t)(i, q)}q=1,...,Nintr

strategic variables Π
(t)
J (i) = { J (t)

intr(i, k, q) }
where , q ∈ {1, 2, . . . , Nintr }

network links Π
(t)
X (i) ≡ {X(t)

n (i)} , n ∈ Iout
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... single-agent operators ...

operator(i) acting on variables of agent (i)

local field Ûss(i) acting on Π(t)
ss (i)

adaptivity ÛAd(ia) acting on Π
(t)
J (ia)

reconnection ÛRe(ir, iB) acting on Π
(t)
X (ir)

extremal dynamics ÛEx(iminF) acting on Πss(iminF) ,ΠJ(iminF)
except Xn(iminF) ,
iminFbelongs to minimum of fitness

F (iminF) = minj∈Γ F (j)
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. . . local field → { spin flip } ≡ { change of the order sell-buy } . . .

local ”mean” opinion

S(t)
nn(i)← 1

Nout

∑
n∈Iout S

(t)(X(t)
n (i))

inputs of intranet

s(i, 3)← m, s(i, 4)← S(i) s(i, 5)← Snn(i)
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small-scale intra-agent local field

h
(t)
loc(i, k)← N(0, σstoch) +

1

Nintr − 1

Nintr∑
q=1,q 6=k

J
(t)
intr(i, k, q)s

(t)(i, q)

small-scale intra-agent spin degrees of freedom, next decision

s(t)(i, k)← sign
(
h

(t)
loc(i, k)

)
, s(t)(i, k) ∈ {−1, 1}

large-scale outer spin update → decision [sell...buy...stay]

S(t+1)(i)← 1

2

[
s(t)(i, 1) + s(t)(i, 2)

]
S(t+1)(i) ∈ {−1, 0, 1}
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... magnetization related to log-price returns ...

ln
[
p(t+1)/p(t)

]
=
m(t)

λ

m(t) =
1

L

L∑
i=1
S(t)(i)

interpretation of m(t) > 0 stock price increases

interpretation of m(t) < 0 stock price decreases

31



... local fitness and minority game concept ...

The valuation of agents according node fitness F (t)(i) that represents the inte-

grated history of agent’s gains and losses

F (t+1)(i) = F (t)(i) + S(t)(i)
[
−c0m

(t) + crandN
(t)(0, 1)

]
, c0 > 0

S(t)(i) is from the minority, its contribution is S(t)(i)m(t) ≤ 0

S(t)(i) is from the majority, its contribution is S(t)(i)m(t) > 0
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...”slow” adaptivity to prototype (sub)leader...

transfer of strategy from linked prototype (sub)leader

iprot ≡ Xn(ia) , n ∈ Iout

follower i a 6= iprot, 8ia ∈ Γ:

J
(t+1)
intr (ia, k, q) = J

(t)
intr(ia, k, q) (1−≡) + J

(t)
intr(iprot) �

plasticity parameter η ∈ (0, 1)
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...slow dynamics of network reconnections...

attachmentpreferences[Barab´asi,Albert,Science286(1999)509]

ir isconnectedcommunityleaderiB (ir )
[recommendationmodel-arXiv:nlin.AO/0609033]

reconnection

edgedisconnectionX (t)nW (ir ),nW ≡argminn∈Iout F(X (t)n (ir ))
connectiontothelocally”best”nodeiB (ir )∈Γ
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recognize fitness on the set F(ir) ⊂ ENrep.Npath
:

F(ir) ≡ {F (i); i ∈ RRW (ir) ; i, r ∈ Γ }
where

and

RRW(ir) ≡ ⋃Nrep

z=1 pathz(ir)

pathz(ir) ≡ {i1,z(ir), . . . , iNpath,z(ir)} ⊂ Γ , ip = X(t)
np

(ip−1) , i0 ≡ ir

find the best candidate for next connection according

XnW
(ir)← iB ≡ arg maxF(ir)
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...extremal selective dynamics...

localization of the agent imin that gains a instant F (t)(imin)

death-birth rules: the strategies of agent are replaced by
N(., .) quantities:

J
(t+1)
intr (imin) ← N(t)(0, σJintr)

F (t+1)(iminF) ← N(t)(0, σF)

s(t+1)(i, k, q) random from {−1, 1}
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... metaoptimized parameters...

the requirements incorporated into multi-function optimization:
(a) closeness of the critical regime (SOC); [principle of extremely wide F distribution]
(b) highly leptocurtic log-price distribution; dynamics:
(c) slow dynamics of
(d) occasional
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network: L = 500, Nout = 10
intranet: Nintr = 8

repeated random walk parametrized by Ndepth = 6, Nrep = 6

dispersions of extremal dynamics:
σJintr = 1
σstoch = 10−3, σF = 0.1;

probabilities of applying of PRe = 0.01, PAd = 0.2;
fitness c0 = 1, cran = 0

adaptivity: η = 0.1
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... statistics, scaling of price returns ...

(a) (b)

t

m
(t
)
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0
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∝ |x|−1−α

α = 1.3

G(t,∆t)
m /(∆t)1/α
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f(
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m

)
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α
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(a) time evolution of the log-price returns defined as magnetization m(t).
(b) shows the scaling properties of the pdf of cumulated returns

G(t,∆t)
m =

∆t∑
k=0

m(t+k)

for α = 1.3 scaling collapse of eight distributions: ∆t = 1, 2, . . . , 8..

pdf(G(t,∆t)
m ) = (∆t)−1/α Φ

 G(t,∆t)
m

(∆t)1/α

 , Φ(x) ∝ |x|−1−α
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... identification of basic time scale ...

(a) (b)

∼ exp(−τ/160)

τ

co
r m

(τ
)

10008006004002000

1

0.8

0.6

0.4

0.2

0

∝ τ−0.64

τ

co
r |m

|(
τ
)

104103102101100

0.1

0.2

0.3
0.4

1

(a) the fastest changes belong to m(t) memory

(b) volatility |m| defines the long-time memory identified by autocorrelation

functioncor|m|(τ ) =
〈|m(τ )||m(0)|〉 − 〈|m(τ )|〉〈|m(0)|〉

〈|m(0)|2〉 − 〈|m(0)|〉2 ∼ τ−0.64

(c) ”slowest” time scale belong to fitness (wealth accumulation)
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... network of distributed (sub)leaders...

snapshot of the community structure on the complex network;
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(a) (b)

(c)
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(a) The snapshot of adjacency L× L matrix. The cyclic L-gon maps onto the matrix diagonal.

(b) The subgraph {i ∈ Γ, k(in)) > 50} (the larger circle belongs to larger k(in).

(c) The epochs of topology monitored by means of selection of highly preferred

{i, i ∈ Γ, k(in)(i) > 100 } ⊂ Γ

.
The members of such group may be vaguely identified as local leaders.
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network recognized by random walker exhibits attractors (preferential paths-closed
loops) linking (sub)leaders

generalized topological Ljapunov-like exponents

how distance of the pair of diffusing agents evolve?:
jp+1 = Xnp(jp), ip+1 = Xmp

(ip), np,mp ∈ Iout, p = 1, . . . ,M

λ(M) =
1

M

〈
ln

l(iM , jM)

l(i0, j0)

〉 (λ(M) < 0)
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... statistics of fitness and node degrees ...

power-law distribution of fitness related to Pareto-Zipf 0.3 law

topological consequence: power-law distribution of incoming node degrees,

(here γin = −1.72) [Barabási, Albert, Science 286 (1999) 509.]

[Y.Fujiwara et.al, Physica A, 334 (2004) 112.]
French firms in 2001 {Pareto index =−1.84};
UK firms (2000/2001) {Pareto index −1.995}

(a) (b)

γ(in) = −1.07

γ(in) = −1.72

k(in)

pd
f(
k
(i
n
) )

2 5 10 100 200 500
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−1− γF ≃ −1.3

F

pd
f(
F
)

1010.1
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10−4

10−5

10−6
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... clustering coefficient ...

statistical measure of social transitivity

C(i)= e(i)Nout (Nout −1) ,e(i)≡
Nout ×Nout ×Nout∑

n1 ,n2 ,n3 =1
δXn1 (Xn2 (i)),Xn3 (i)

forpartiallyrandomnet〈Crandom 〉'0.02
ourcomplexnet〈C〉∼0.51

(a)(b)

〈C〉≃0.55

C

p

d

f

(

C

)

0.80.70.60.50.40.3

6

4

2

0

〈lmin 〉≃15.4

lmin

p

d

f

(

l

m

i

n

)

6432168421

0.075

0.05

0.025

0
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Conclusions

theminimalistspinmarketmodelwithstrategicvariablesself-adjustedviathe
co-evolutionarycompetitivechangesandevolvingtopologyhasbeensug-

gested.

ithasbeendemonstratedthattheextremalselectivedynamicsinducesthe
power-lawdistributionsBak-Sneppenmodel[P.BakandK.Sneppen,

”Punctuatedequilibriumandcriticalityinasimplemodelofevolution”Phys.Rev.Lett.
71,4083X4086(1993)].

thepdf’soflog-pricereturnsfalltotheclassoffat-taileddistributions
observedindataofeconomicorigin.

thelong-timememoryfunctionofvolatilityofthelog-
pricereturnshasbeendetected.

the”smallworld”behavior[includinghigh〈C〉,power-lawofpdf(k (in))combined
withsufficientlysmall〈lmin 〉]hasbeenobservedthatissymptomaticforsocialnet-

working.
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